Abstract—At the present time, digital signal processing algorithms use elementary operations such as addition, subtraction, multiplication and division. Using the elementary operations more complex algorithms can be implemented. In the case of inverse square root operation \((\sqrt{a}-1/2)\) there are direct instructions to calculate it in “C” language, however, the processing time of these instructions is very large compared with the processing time of basic instructions, because their algorithms are complicated. Another aspect to consider is the used hardware; in particular, the memory is consumed very much, for this reason it is necessary to design faster firmware to obtain optimal performance in digital signal processing algorithms.

In this paper, an algorithm to calculate the inverse square root operation in Fixed-Point arithmetic is implemented in a microcontroller using Newton-Raphson Method and Least Squares Method. The goal is to reduce the processing time compared with the required processing time used in Floating-Point arithmetic.

Index Terms—Firmware, fixed-point, inverse square root algorithm, microcontroller.

I. INTRODUCTION

The objective of this paper is to implement an algorithm to calculate the inverse square root (ISQRT) operation by means of Fixed-Point arithmetic for reducing the processing time used in Floating-Point arithmetic. The algorithm is implemented in an AVR microcontroller using “C” language. To talk about the algorithm it is necessary to talk about Floating-Point and Fixed-Point arithmetic.

Floating-Point is the representation of a real number with fractional and integer part. The operations such as addition, subtraction, multiplication and division in Floating-Point need some special algorithms to calculate their results [4], for this reason, their handling is a bit complicated. Fig. 1 shows the multiplication algorithm, the algorithm shows that to solve an operation using Floating-Point some subroutines are required and therefore their processing time is large.

Moreover, to represent a real number in Fixed-Point, it is necessary a quantity of bits (word length) and a fixed point to separate the fractional part from the integer part of the number [3], this representation is shown in Fig. 2 where a quantity of bits is assigned to represent the fractional part and another quantity of bits for the integer part. The point is just an abstraction, that is to say, its position is imagined and the value of the generated code is interpreted.

Using bigger quantity of bits for the representation, the resolution of the number in Fixed-Point is better. Moreover, arithmetic operations in Fixed-Point are calculated by means of algorithms, however, to reduce processing time is possible to use bit shifting techniques for some special cases, and in this way avoiding the algorithms. For the division a special case is when an unsigned integer number (dividend) is divided by a power of 2, in other words, the divisor is of the form \(2^n\) (where \(n\) is a positive integer number); to solve this operation quickly, it is possible right shift \(n\) bits, that is to say, every bit in the dividend is simply moved \(n\) bit positions, and the vacant bit-positions are filled in with zeros.

For the multiplication a special case is when a multiplicand is a power of 2 (\(2^n\); to solve this operation quickly, it is possible left shift \(n\) bits in the other multiplicand, and the vacant bit-positions are filled in with zeros [2].

Fig. 1. Algorithm to multiply two numbers in floating-point.

Fig. 1. Algorithm to multiply two numbers in floating-point.
II. METHODOLOGY

The algorithm to calculate the ISQRT is shown in Fig. 3, it is a single algorithm and it is explained next. The goal is to solve the inverse square root operation of a positive real number using Newton-Raphson Method and Least Squares Method; consider the equation \( f(x) = \frac{1}{x^2} - a \) \( \quad (1) \)

The reason to use the equation 1 is because its root corresponds to the ISQRT, it is shown in equation 2.
\[ x = \frac{1}{\sqrt{a}} \] \( \quad (2) \)

CodevisionAVR was used to program an ATMEGA-8 which is a 8-bit, RISC microcontroller and Harvard architecture [1], it defines 16 bites for an unsigned int variable [2]. We use an unsigned int variable and a Fixed-Point to represent the radicand, we use the point to assign 5 bits for integer part and 11 bits for fractional part. Equation 2 can be solved for any radicand greater than 0, but, because there are only 5 bits to represent the integer part, this implementation is limited to solving equation 2 for a radicand greater than 0 and less than 32.

A. Scaling

Scaling is the first step in the algorithm, consider the equation 3 which is an equivalent form of equation 2.
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To obtain the seed, the radicand obtained in the scaling process (radicand of equation 3) is evaluated in the selected polynomial approach.

D. Apply the Newton-Raphson Method

The equation 4 is difficult to implement in firmware. The main problem is the derivative of the function \( f(x) \) and another problem is the function divided by its derivative; to solve these operations it is necessary to use especial algorithms. To avoid these problems, the equation 4 is modified using the equation 1 and its derivative to obtain the equation 5.

\[
x_{n+1} = \frac{x_n}{2} \left( 3 - ax_n^2 \right) \tag{5}
\]

Newton-Raphson Method consists in evaluating the seed \((x_0)\) in the equation 5 and obtaining the result called \(x_1\), making once iteration, a new result called \(x_2\) will be obtained by means of \(x_1\); making more iterations the new result will approach more to the result of the ISQRT operation until both are the same. In other words, to execute the Newton-Raphson Method allows calculating the value of ISQRT operation for the radicand obtained in the scaling process.

Another important point is the division in equation 5; it can be executed quickly by means of bit shifting techniques.

E. De-scaling the result

The modification made in equation 3 to the original radicand from the equation 2 during the scaling process should be compensated by means of de-scaling process. The de-scaling process consists in a division; that is to say, the result obtained in the application of the Newton-Raphson Method is divided by \(2^{\frac{n}{2}}\); the value of \(n\) is the same that was used in scaling process.

III. RESULTS AND DISCUSSION

CodevisionAVR in “C” language was used to implement the algorithm in an ATMEGA-8 microcontroller adjusted to a frequency of 4 MHz. The used variables were unsigned int, and they are defined in CodevisionAVR as 16 bits variables, therefore, word length is defined as 16. Using the point is possible to define 5 bits for integer part and 11 bits for fractional part. In this way, the minimum number to represent is zero (00000.00000000000₂) and the maximum number is 31,99951172 (11111.11111111111₂) but it is an interpreted value because it is really a binary number without point (111111111111111₂) and its equivalent decimal code is 65535, remember that the point is just an abstraction.

After the implementation of the algorithm, a proof value was proposed to test the algorithm. The proof value was an interpreted value of 2.0, which is really a decimal code of 4096; the algorithm calculated the ISQRT for the proof value, the result was a decimal code of 1448, using the abstraction of the point is possible to interpret the decimal code as 0.70703125.

The processing time of the algorithm was measured and the obtained value was 322.5 microseconds, it is shown in Fig. 5. The algorithm used 10.3 % of the available space in the flash memory.

Using “C” language and the math.h library, the direct instructions to calculate the ISQRT operation using Floating-Point were implemented in a program. A proof value of 2.0 was proposed to test the program, the result was 0.70710678. The program used 9.6% of the available space in the flash memory. Fig. 6 shows the used processing time in Floating-Point; in this case it was 1341.75 microseconds.

Comparing both results is possible to appreciate that the algorithm in Fixed-Point is faster than the program in Floating-Point, but the cost is the precision, it is better in Floating-Point; in Fixed-Point, precision is not the best because the fractional part is short to represent the number.

After that, one hundred tests were made, some results of these tests are shown in Table I and Table II; tests consist in generate a random value in decimal code for the radicand, this value is in the interval from 1 to 65535, using the abstraction of the point, this interval can be interpreted as an interval from 0.000488281 to 31.99951172.
If you need a small processing time, you could use Fixed-Point because it is faster than Floating Point. Use Fixed-Point arithmetic allows reducing the processing time. However, it generates an error because the resolution to represent a real number is limited by the defined word length. Moreover, the seed value is essential to assure that the Newton-Raphson Method converges to the solution. If the value of the seed is near to the root of the function, then, less iteration is needed to find this root. In this implementation, the correct seed value is not a problem because it was obtained with a quadratic polynomial approach.

The implementation of the algorithm to solve the inverse square root in Fixed-Point is approximately 4 times faster than the implementation of direct instructions using Floating-Point; however, the memory consumed by the algorithm is slightly bigger than the memory consumed for the direct instructions of the math library.
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